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ABSTRACT:

WorldView-2 (WV-2) is DigitalGlobe's latest very high resolution optical sensor. Launched on October 8,ap00%ully
operational since January 5, 2010, it flies along asstmchronous orbit at an altitude of 770km. The sensor is able to acquire
panchromatic imagery at 0.46m ground resolution (0.52m at 28fadif) and multispectral images in eight spectral bands8ai 1
resolution. In addition to the four typical multispectral bands (blue, green, red, near infrared), the sensors scanal tf#d@oas
450nm), yellow (58%25nm), red edge (76B45nm) and near infrare?l (8631040nm) bands. Stereo images can be platiratks

to the ability of the sensor to rotate-ofidir up to +/45°.

This paper describebe preliminary analysison WV-2 carried out at the EU Joint Research Center YJR@spra (ltaly)by the
ISFEREA Team of the Institute for the Protection and Security of the Citizen (IR8@i)y) collaboration with the Bruno Kessler
Foundation (FBK) in Trento (Italy). The purpose of the study is to evaluate the radiometric and geometric propbeissrafor
and its potentials for 3D information extraction. The images used for the analysis are a stereopair ovéfedioltédy, where
ISFEREA is establishing a testfield. The radiometry ofitheges is evaluated through different methods, inclutiegestimation of

the noise level (standard deviation of the digital number) in homogeneous ahdmogeneous areaBhe images are oriented with
RPGbased approach: using some GCP (ground control points), the given Rational Polynomial Coefficients¢RR@oved with

an affine transformation to compmate residual systematic errof®r automatic 3D information assessment, a Digital Surface Model
(DSM) is generated witlthe SAT-PP software package and 3D building models are extractedasdomaticlly with the
CyberCityModeler (CCM) packagél'he nethodology angbreliminaryresults are described adicussed

1. INTRODUCTION The pushbroom sensor consists of a single lens (13.3m focal
_ _ length) and CCD lines with more than 35000 detectors with
WorldView-2 (WV2), the laést satel |l ite igin siddipdncHromhti. It0s€afst Barth in mono or stereo

constellation, was launched on" 80ctober 2009 from  mode in two directions (forward, reverse). Stereo images are
Vandenberg Air Force Base, CA (USA) and is fully operationalcollected in a single pass thanks to the ability of the sensor to
since ' January 2010. rotate offnadir up to +45°. The swath width is 16.4km at

WV2 belongs to the family of very high resolution sensors, as |had|r Table 1 summarizes the sensor and spacecraft
is capable to reach panchromatic ground resolution of less characteristics.

than half meter (up to 0.46m ground sample dist&énG&D- at

_nadir) and a mul_tispectral resolution up to 1.84m, a_lthough WV-1 WV-2
images are distributed at 0.50m GSD (panchromatic), ang Outer Barrel Assembly

1.84m (multispectral). W’Rew'gg"fefpe“”’e
The BCR50000 spacecraft, manufactured by BATC (Ball

Aerospace and Technologies Corporation) of Boulder, CQO Sun Shade w/one-time

(USA), is 3axis stabilized using star trackers and setiate i

IRU and GPS for sensing. A Control Moment Gyro (CMG)
assembly is employed as actuators for highésponsive
pointing control. As result, an instantaneous geolocation
accuracy of O 500 m is prov
(EoPortal Website, 201Gigurel).

The satellite flies at an altitude of 770km along a-sun
synchronous orbit with 10:30am descending node and 10
minutes period giving an average revisit time of 1.1days.

The camera, called WV110, was designed and developed at IT|
Corporation's Space Syste@wision of Rochester, NY (USA).
With respect of other very high resolution sensors, WV110
acquires images in 8 multispectral baridsaddition to the four Figure 1. Common spacecraft bus of WorldView and -2
typical multispectral bands (blue, green, red, near infrared), the ' (image credit: DigitalGlobe)

sensors scans in the coastdlG450nm), yellow (585%25nm), ’

red edge (70545nm) and near infraredl (8601040nm)  The aim ofthis paper is to report the first investigation carried
spectral ranges. out in the ISFEREA Action at the EU Joint Research Center

(JRC) in Ispra (ltaly)and in collaboration with the Bruno

Optical Telescope
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Kessler Foundation (FBK) in Trento (ltalypn a WW2 (R1C1, R2C1 and R3C1), with the corresponding metadata and

stereopair acquired on Janu&@1®, 2010 over North Italy. The RPC files for eachile (Figure 2). In this paper we report the

analysis includes the radiometric and geometric characteristicanalysis on R1CL1 tile@igure3).

of the images, the automatic digital surface modelling and 30'he area covered by R1C1 scenes presents different land use

building extraction At the time of writing references to other and cover (urban, rural, rivers, lakes) with flat, hilly and

WV -2 workswerenot available in literaturéor comparison mountain terrain, resulting in a height difference between 200m
and800m. 10 control points were measured with GPS.

Table 1. Characteristics of WorldVie® spacecria and

imaging system. \ % o Lago di Lugan%
Launch Date |October 8, 2009 \ (/ o !
Launch Site  Vandenberg Air Force Base, California T Y e }

Mission Life  [7.25 years
Orbital altitude [770 km
Period 100 minutes
Imager type  [Pushbroom imager
Imaging mode [Panchromatic (Pan)|Multispectral (MS)
Spectral range|450-800 nm 400-450 nm (coastal)

450510 nm (blue) \
510580 nm (green)
585625 nm (yellow)
630-690 nm (red)
705745 nm (red edge)
770895 nm (NIR1)
8601040 nm (NIR2)

Lagloi\Maggiore

.

Spatial 046 mGSD (052 ML.8 MGSD (24 mat2( s _
resolution at fat 20° offnadir) off-nadir) Figure 2. Study area over North Italy and extension of A&\
nadir image tiles for forward (yellow) and revers
Detectors Si CCD array (8 piSi CCD 4 arrays (32 Y (orange) scenes.

pixel size) with a roypixel size) with a row ¢
of > 35,000 detector}> 9,300 detectors
Swath width  [16.4 km (multiple adjoining paths can
imaged in a target area in mge orbit pag
due to spacecraft agility)
Data 11 bit

quantization
Geolocation [©0 3 m (using a GPS
accuracy of  [star tracker) without any GCP (Ground Cor|
imagery Points)

Optics TMA telescope with an aperture diamete
1.1 m, focal length =13.3 m, f/12
TDI 6 selectable levels from 8 to 64 Th e i
FOV >1.28° Figure3. R1C1 tile of W\:2 forward scene.

2. DATA DESCRIPTION

In the Institute for the Protection and Security of the Citizens
(IPSC) at JRCthe ISFEREA Action is establishing a test site in
North Italy, in the province of Varese for algorithm validation %
and sensor performance analysis.

A stereo pairof W2 (product | evel
area was acquired on Januar?‘,fﬂolo, fev weeks after WV2
called #fforwardo, was acqui scanni
direction with a mean #track viewing angle of 11.1 deg. The
second scene, hereaft gured mal
reverse scanning direction with a meartrack angle 0£33.9 -
deg. The available channels are the panchromatic and for g BN
multispectral ones: blue, green, red and near infrared. Due t

o | <3

the different viewing angles, the two scenes have differents
GSD. The forward scene has a mean GSD of 0.51m s

(panchromatic) and 2.03m (multispectral), while the reverse ong
has a mean GSD of 0.66m (panchromatic) and 2.65m}"
(multispectral). Examples of differences in resolution and
illumination between the two scenes am@wnin Figure4. Due
to the large image size, each scene was provided in three til
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gégure4. Scale and radiometric changes between forward (
and reverse (right) viesv



problems we have analyzed noise information on the entire

3. RADIOMETRIC ANALYSIS i mage, i denmasfkys ngu sitendb idseenear & we
stretching filterWi t h t he term finoi seo, we

Operational aspects of the image acquisition have a deepgie anomalies and ndromogeneity thatan be found in the
effect on the homogeneity, or ndwmogeneity, of image | mage . We have then to distingu
quality than on the specific radiometric characteristics of thenoise effects, like atmospheric and sensor ones, and the non
sensor system. homogeneity ones. This second case can be easily described as
As an example, large changes in image quality and suitability A f i | t ho anal ysis of othwemii geneou
for automated feature extraction are strongly affected by sense¢f o mmonl y group all the anomalies
view and sun acquisition angles and by atmospheric condition$uring the analysis of the stereo coupf®me acquisition
These influences are wédlln o wn , b uilhmediatefos probBléms Figure 8) were also foundprobaly due to sensor
compensate the effects induced by each component. saturation

Even if data is wailable at 11bit, we can easily notice from To define noise characteristics we have examined homogeneous
images histogram that the main information is distéd  (smooth surfaces) and ndlmogeneous areas (i.e. the whole
between 0 and 10 biFigure5). image except homogeneousreay. The use of non
homogeneous areas for image noise evaluation is due to the fact
that large homogeneous areas are not always present. In this
way, we can analyze the noise variation as function of intensity
(noise for CCDBimages is not additive but intetysdependent

Figure5. Hlstogram ofpanchromatic channéieverse image).

This distribution can cause problems when we represent the
image in an &it mode leading to saturation effects that false
analysis and 3D modeling.

The stretcting of the DN dstribution in a more uniform @55
scale (8bit) can easily destroy the absolute radiometric
accuracy of the image. 'Them #
has to be modified in order to compensate and solve, wherg
possible, saturation problems.
As shavn in Figure 6, a linear stretch generates a data value ==
distribution which compresses the information for low DN and
consequently saturates pixels with high valuespdrticular, all ~ Figure 7. Effects Of inear stretchingapplied to forward scen:

the information contained in the DN interval-1024 is for 11-to-8-bit reduction Left: after linear stretching
compressed in-228, while the rest of the histogram, which (8 bit), right: before linear stretching (11 bit).
contains only a small part of the dathas the same . _ o
fquantizationo di mensi on. The noise analysis was based onuke of standard deviation,
as in (Pateraki, 2005). The homogeneatsas \ere extracted
1ol automatically in 5x5 pixels window. Small windows are
Fie Siretch Type Hitogrom Source Defauls Options Help justified since homogeneous areas often show low DN value

B sween | [ variations, which would lead to higher standard dewiaif it
were computed from the whole area. For fh@mogeneous
areas, a small window is necessary for getting small
homogeneous areas between edges.

Each image is divided into 4 bins-285, 256511, 5121023,
10242047) and, for each bin, standard dé&wia has been
computed.

Input Histogram

Current: Lingar, Hist Source: Full Band (689,387 280 paints]

Figure6. Histogramstretching resulfor reverse image. Left: 1:
bit, right: 8bit.

The result of this procedure leads in many cases to evident
problems, as reported iRigure 7. In order to mitigate those

! Scaling of the DN using the egiian of a straight line: R .
y=mx+q wherex is the original DNy the output scaled one, Figure8. Sensor saturatlon problen1$ft forward scene, rlght
m is the angular coefficienand q is a constant and reverse scene.
corresponds to the minimum scaled DN.



The noise estimatiowas based on the number of sifioant
samples per each bintiv respect to a common percentagbe

meanstandard deviatioﬁ?r'fds is calculatedas:
stdg

,i=02 nbin (@)

According to Eg. 1we compute the mean standard deviation in
each bini out of the samplegwith standard deviatioR in the
range [0, stdy], where the valuestds & W®as empirically
estimated.

In this way, homogeneous saturated areas (histogram entﬁ
which could lead to too low estimated noise, are considereﬂ1

only if they are numerically significant (more than 100 pixels).
This allows finding and isolating enr and false alarms (e.g.
strong reflector). As an example, if in the last lairgestrongly

homogeneous area§f(dz' lower than 2.0pccur, like inFigure

8, they can be extracted amdmoved from the automat®D
modeling simplyby masking them automatically.

This noise estimation method is quite general and could b
applied to any type of image, without the need ofptatform
calibration devices or speci@rgets in the image.

with high noise, and its negative influence on automated
processing becomes even more pronounced, if contrast
enhancement is necessary.

Different spilling artifacts were also preserih the images in
addition to their noise content. They are extremely visible i
some homogeneous areas, especially after contrast
enhancement. In few cases artifacts lead to small grey level
variations but, after contrast enhancement, which is often
required for automatic image matchingthey can lead to
erroneous higltontrast texire patterns.

From those analyses we have developed two automatic
algorithms:(i) a weighted linear stretching aii¢) a saturation

rror masking.

'egarding the weighted linear stretching functiwa, modified

e classical approach into:

) ) Y :
Yy =a {M}X',i =02 nbin )
Xmax ~ Xmin
wherex is the original DNy the output scaled orand U i s

Rreight derived from a correlation between noise estimation and
bin pixel frequency. In this way each bin can be projected into
its scaled interval without saturation and compression effects.

The radiometric analysis on RI1C1 panchromatic andrhenpy correlatingthe noise value and its pixel fregncyit is

multispectral tiles lé to a noise estimate (mean standard
deviation) of 2.77pixels and 3.36pixels for forward and 2.75
pixels and2.74pixelsfor reverse scenegspectively.

In Table 2 the noise estimation othe panchromatic stereo
couple is reportedWe can notice thatthere are small
differences in noise values, mainly due tbe viewing
acquisition angls. The presence of an acquisition eriorthe
reversepanchromatic imagérigure8) is proved bya non-zero
noise value, while in theofwardscenehere were not sufficient
sampls (NA in the table) The same conclusioresult from
Table 2, where noise values fahe multispectral channels are
reported.

Table2. Noise estimation for drward (Fwd) and reverse
Rev) panchromatiR1C1 tiles
Image 0-255| 256511 | 5121023| 10242048
Pan Fwd 2.2 2.72 5.88 NA
Pan Rev 2.51 2.68 3.88 1.93
Table3. Noise estimation for drward (Fwd) and reverse
(Rev)RGB-NIR R1C1 tiles
Image 0-255| 256511 | 5121023 | 10242048
Red Fwd 3.3 2.85 NA NA
Blue Fwd 3.36 2.85 NA NA
Green Fwd 3.36 2.85 NA NA
NIR Fwd 3.3 2.28 NA NA
Red Rev 2.51 2.70 3.83 1.93
Blue Rev 2.51 2.7 3.82 1.93
Green Rev 2.51 2.7 3.82 1.93
NIR Rev 2.51 2.71 3.82 1.8

As expectedmultispectralimages exhibit higher noise, due to
larger pixel spacingAll the four spectral channels (R, 8,and
NIR) had similar noise value.

In nonhomogeneous regions, the noEhavior with respectb

the spectral image type is generally the samseseen for
homogeneous areasut the noisés intensity dependent, being
lower for the first bins, and increasing for higher intensities. In
multispectral channels, the noise increases slightly flbue
band to NIR one. Even if the noise extent is not considered t
be significant for the building reconstruction tasks, we have t
consider that 1-bit data are mainly distributed only 8 teb$,

possible to highlight and isolate areas with saturated vafues.
mask containing the saturated areas can therefore be generated
for the two scenes under investigatidigire9).

. [ #120 -0l x| & #220 -0l x|
-m ‘ ,-m “

Figure 9. Example of automatic masking of saturated area
forward R1C1 tile.

4. ORIENTATION AND DSM GENERATION

For the geometric processing of A/ stereo scenes the
commercial software SAPP (SATellite image Precision
Processing)by 4DiXplorer AG was used. The images were
orientedby estimating the correction of the available REsihg
ground control.By applying a shift, systematic errors were
present in the residuals of the check pointsoligh an affine
transformatiorwith 4 well distributed ground control pointse
compensated the systematic errorshe RPCsand obtained

final RMSE ofaround half pixelin planimetry and height for
the 6 check points.

The next step was image matahpiend DSM generatiorSAT-

PP performs the image matching with an advanced approach
based on a courdge-fine hierarchical solution with an effective
gombination of several image matching methods and automatic

dquality indication Zhang and Gruen, 200Zharg, 2005).To

improvethe conditions forfeature extraction and matchirthe

t he



imageswere pre-processedusing a Wallis filter.To start the  (Figure 10 left). No further editing was applied on the surface
matching, few seed pointsiere measured in the epipolar models.

images in stereo mode. The DSM was generated with a regular

grid spaceca 4 times theimage GSD, which leads to 2m

‘u"kﬁ o
ce: 2m

B2 Titi0 0 SarervR G 05T

Figure 11. Feature and grid points (left) and edges (right) successfully matched i@ $¥#feo scenes. Visualization on forwe
scene.

5. DSM ANALYSIS 3D SurfaceMatching,Gruen and Akca, 2005).
The histogram of the results igure 12 shows the normal

The matching output ifrigure 11 shows that features are very distribution of the residuals and that systematic eravesnot
densely matched in W2 stereo scenes; in particular edges present
well describe buildings, resulting in a detailed surfaceThe residuals still shows large discrepancies in correspondence
reconstruction. From the visual analysis of the DSM we can segf vegetation and homogene or saturated areas where the
that houses and bigger streets awell outlined (Figure 10  two software had very different response. We can also observe
right). We also observed few local blunders in correspondenceénat some buildings are not detected by the second software.
of those radiometric effects, like spilling and saturation on roofFinally in nonproblematic areas there isgeneral agreement
faces, deeply investigated in SectiBnin correspondence of between them with differences in theler of (2, 2) pixels.
other problematic homogeneous areas, like shadows, the
software responds well.
For the quantitative analysis, a reference DSM from aerial data
(Lidar or aerial photogrammetry) is still missing. Therefore we
compared th DSM with a surface model generated using an in
house software where image matching is based on a generic
crosscorrelation approach. We firsto-registered thetwo [ - e
DSMs with three shift parameters to remove possible offsets i il —
between the two datasetad computedhe Euclidian distances Figure12 Histogram of the Euclideatfifferences betweethe
between the two DSMs$o be used as residualBor these two DSMs over the study area.
operations we usetthe software package LS3D (Least Squares




6. 3D BUILDING MODELLING 7. CONCLUSIONS

The aim of this part of the work was to test the potentials ofVorldView-2 (WV-2) is the DigitalGlobe's latest very high
WV-2 for manmade features identification, measurement andresolution optical sensor. Launched on October 8, 2009 it is full
modelling. We focused the analysis on buildings and workedperational since January 5, 2010. The serssabie to acquire
with the CyberCityModeler™ (CCM). The software allows the panchromatic imagery at 0.46m ground resolution (0.52m at
geneation, editing, management and visualization of 3D city20° off-nadir) and multispectral images in eight spectral bands
models from aerial images, laser scanner data and satellig 1.8m resolution. In this paper we conducted some
images in a serautomatic mode (Gruen and Wang, 200%.  investigations on a WA2 stereopair acquired on January'31
input for the modelling,tte relevant roof points were measured2001 0 i n the morning over North It
3-dimensionally wth the stereo tool available in SAAP, radiometric and geometric characteristics. The first results are
following specific rules given by the modelling stratedye presented.

roof points arethen imported inCC-Modeler module andthe Concerning the radiometry, we evaluated the noise level on
roof facesareautomaticallygeneratedThe building walls result homogeneous areas and the presence of spills or satuthtbns
from the vertical projectio of the roof eaves onto the Digital affect the automatic surface modelling. Then the images were
Terrain Model, previously measured. The geometry of the 3Doriented with sukpixel accuracy and digital surface models
models was checked in the module -E@it and, when were automatically extracted using commercial software
necessary, improved (e.g. right angles, parallel lines, plangsackages. Finally some buildings were modelled semi
faces, correction of overlays and gaps). automatically. Thee fist results, despite some radiometric
We nodeledsome buildings in the JRC are&igure13 shows  problems, are encouraging and demonstrated the high potential
the measured buildings overlapped on the forward2\8¢ene.  of WV-2 scene for feature extraction and modelling.

Thanks to the very high resolution, the roof shayes well  Our future work include (i) the integration of masks
recognizable andnternal roof edgesould bedistinguished  automatically generated in saturated areas for Bf&M
Some difficulties in the measurements were due to shadowsxtraction to avoid blunders due to no texture, (ii) the quality
Figure 14 shows the final 3D modelsf dome JRC buildings evaluation of WV¥2 DSMs with a reference surface with higher
together with some geometric parameters automatic calculate@solution (Lidar, aerial photogrammetry) and (i) the
(height, area, volume, face inclination, etc.). evaluation of building modelling on urban areas.
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