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ABSTRACT

The extractiorof informationfrom image and range data is one of the magearchopics. In literature, several papers
dealing with this topic has been already presented. In partiselegral authors have suggested an integrated use of both
range and image information in order to increase the reliability and the completeness of the xpkutiisgether
complementary naturén this paper, an integration between range and image data for the geometric reconstruction of
manmade object is presentedhd focus is ornthe edgeextractionprocedureperformed in an integrated way exploiting
boththe from rangeand imagedata Both terrestrial and aerial plications have beeanalysedor the facade extraction

in terrestrial acquisitions and the roof outline extraction from aerial @awalgorithm and the achieved results will be
described andiscussed in detail.
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1. INTRODUCTION

The extraction ofpreciseand densepoint cloud is nowadays possible using botiDAR and image matching
techniqguesNowadaysLiDAR and photogrammetric point clourinindeedbe consideredomparable in most casas
terms of density and accura@s asserteith severapapers both in terrestriaf and aerial applications* °.

In typical mapping applicationsnoe apoint cloud (usually several millions of point$jas been extractednly the first
(and shortest) part of the work has been completed.dfterwardrequiredto procesgshemin orderto extractmetric
information(such ashaps, surfacenormal vectaos, dimensionspolylines,etc) of different objects (fagades, buildings,
streets, etc.) necessaryto achievethe final product (3D model, drawing, thematic map, ettr) some way,the
classification,segmentationmodellingand in general théunderstandigd  anfunstructured point cloud an almost
autanated way and withoubss ofaccuracyis the real challenge to be facedwadaysby the researctcommunity In

the literature gveral paperslealwith such topicssome contributionsconsidered as inputata only image$§ 7, others
consideredangedata® ° ' ***2anda growing number of papersly on the integration dfifferentdatasources® *41°
and in particulafrom both rangeand imagedata®® 1" 18 19 20. 2223 The gsingletechnique approaches usually provide
good results in very specific applications, while they are unable to be adapted to operative conditions far from their
original use. On the other hand, tmalti-techniquesolutionsseem to be more versatdedable to achieve good results
for a wider range of applications exploiting the complementary nature of range and imagin geteticular, he
integration of range and image data has shown promigisglts both in terrestrial and aeribplications for3D
modeling and mappingurposes'® "2 % % wjith a great improvement fdacade modelling’. Generally the main
problem is the correct extraction aB® reconstruction otontinuous and reliabledges A complete edge extraction
dlowsindeedto reconstruct the geometry of the surveyed objec betteway ** %,

In this papera different edge extraction approach is presemdsduming to have, for a defined area of inter@gipint

cloud (from range sensors or imagetching)and a set ofimages, anintegratedmethodology is applied in order to
retrieve the main geometric discontinuities of the scene which are the base for successive drawing or mapping purposes
Range sensors generadlyffer n measuringhe sceneedges On the other hand, despite edges are clearly measurable in

the images, automated matching algorithms are generally not tailored to exigesbut they are matchednly as
integration to other image primitives. Therefore the proposed metkivdctsa set of reliable and continuous edges
combining the available point cloud and images. The main goal is to obtain only the edges strictly requested in the



geometric reconstruction of the surveyed scéndata driven approadk used in order to keep theaximum flexibility
and detectdiscontinuitiesof generic shapeThe final resultsshowa more complet&D reconstruction of mamade
objects.Thereportedcase studiearerelated toobjects, both in terrestrial (building facades) and &ardquisitiongroof
outlines).

In the following section a brief overview of the workflag/ givenwith the integrated edge extraction step presented
more in detailin Section 3 Then the first achieved result® the 3D object reconstructionwill be shown. Finally,
conclusions anduture developments will be discussed.

2. ALGORITHM OVERVIEW

The proposed algorithm processes image and range information to extract geometric primitives useful for a complete and
detailed reconstruction ahanmade objectdike building facades or roof#\ point cloudprovided fromdenseimage
matchingor rangesensorgaerial or terrestrialis used to drive the edge extraction and the matghiogess. i this way

the geometric object boundarjesefulin speethg up the drawing production ahe building modelling are determined

This approach has been already presentéfl ) where an exhaustive description of the algorithm is repohtethe

following subsectionsthe algorithmsteps are briefly describg@igure 1) while the improvementsievelopedin the

edge extractiophasewill be presentedn the Section3. The entire methodwhich starts from a dense and accurate point

cloud and a set of images, is divided in blocks with concatenated processing steps.
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Figure 1. Workflow of the algorithm.

Data acquisition. Both in terrestrial and aerial applications the mintage approach is recommended as it allows to
improve the quality of the image matching res@itd. In terrestrial applications, a set convergntimages or acquired
according to arad hocnetworkgeometry is suggesteth the aerialcase high overlaps betweemages and adjacent
strips are mandatoryigh image resolution is always requested too: the extraction of building bounilanesnages

is complicated if low resolution images are used, as edges are usually blurred and irrégutaosftentral image of
each set of images ®nsidered as referencetime following matchingprocess: when image sequences are available,
different reference images are chosea proper way to assure a multew geometry

Data pre-processing.In order to improve the edge extractiannonlinear Edge Preserving Smoothing (EPS) fiftas
appliedto smooth the little radiometric variatiobsit preserving and enhancing the mg@ometric discontents ithe
image. The boundaries of mamade objects arthus sharpened and smoothed deleting little radiometric changes that
usuallyaffectnegativelythe extraction of suctelements®. Moreover in order to improvehe radiometricontentsof all

the imagesind achieve better matching resullte Wallis filter *!is applied.



Data registration. Image orientation can be performed usitifferent approache® ** *. Imagesand range data have to
be already oriented in treame photogrammetric reference systéis processs not necessaryj the availablepoint
cloud is generatedvith image matching technique®therwise, lhe point cloudneed to becoregistered in the
phaogrammetriaeference systelmy means of a spatial retcanslation.

Integrated edge extraction The integrated edge extraction is performeudla reference imageas desébed more in

detail in following sectionT he f i nal goal is to define only some fAdomi.
of the edgeshapefor its reconstruction in the matching process. The dominant points are recorded and linked by straight
edges. The edges are extraatatl in the regions of interesthile areas whermismatchesnd blunders could occur are
excluded with a manually masking approach.

Edge matching between imagesA multi-image matching algorithm has been set up. This process can be divided in
three steps. The firsttepis a modification of the Mulimage Geometrically Constrained Cross CorreladitGC?)
proposed irf°. Using aMIGC?, the dominants points of each edge are matched in all the images in order to reconstruct
the breakline positions in 3[@bject spae). The images are preliminarily undistorted (using the camera calibration data)
in order to ease them into a central perspectivdspeed uphe following processs The MIGC is able to match a high
percentage of the extracted dominant point. Nevertheless, more thaeliabke homologous poirdan be possiblé

only high cross correlation valuesre consideredA relational matching technique has been developed in orderve

these ambiguous matches and to improve the rate of the successfully matcheolypoiedss o& probability relaxation

% The method uses the already matched dominants poin
suitable mate between candidates imposing a smoothing constrimally, a MultiPhoto Least Square Matchifig

with the epipolar constraint has been performed for each extracted point to improve the accuracy uppiceh sub
dimension.

Edge filtering. Once a setfo3D edges has been created, posdibleders are deleted using a filter that considers the
reciprocal point positions on the same edge: the posit]
points of the edge and then the differerzetween the predicted and real position of the point is evaluated. If the
difference value is higher than a thresholt point is deleteThis filter works well if the blunders are isolated from

each otherThen more robusfilter can be used to cortthe edges when several blunders are close together: this
algorithm useshe point cloudo verify the correctness of each dominant point: when it is farther than a threshold from

the point cloud, the point is deleted

Edge smoothing.The edges extractdaly theimagematching algorithm are random noise affected and they cannot be
directly used in the drawing production or in the segmentation process. For this reason, a smoothing is needed in order to
define a regular shape of the object, easing the éddie®s and curves. The great majority of edges in both close range

and aerial applications can be classified in sets of lines and second order curves. Therefore, each edge must be split in
different basic entities that describe its linear or curved gegaratelyand each separate basic entity is simplified in

lines and curve#tting the dominant point informatiowith a robust least square approach.

Edge exporing. Geometric edges are exported in CABvironmens in order to give a good preliminadata for the

graphic drawing realization of the survey or to be used as additional information in the segmentation and modelling
27

processs”’.

3. INTEGRATED EDGE EXTR ACTION

The integratecdge extraction considers the range and image information in ortheprtave thecontinuity, length and
reliability of the reconstructecedges in correspondencer in the closenessf only geometric discontinués As the
conditionsare very different irterrestrialand aerial acquisitions and the typology of objetb bedetected is different

too, two methodsare used In terrestrial applications, the goal is the detectidrnthe geometric discontinigs of
different shapesn the facade, while in aerial applicatidhe building outlinesrd rooftops have to bdetectedIn both

cases, the use ofraodel based approadhnot flexible enough to correctly describe all ggmetriadiscontinuitiesf a

generic objectThe common idea of these approaches is to reduce the regions where the edge extraction &lperform
using the range information. Edgare detected on the range data and then they are projected on the image defining a
region of interestin this way, the edges due to radiometric véoia or shadowsare almost completelignoredand

only regions ofthe image in correspondence of geometric discontinuity are considered.



3.1 Edge extraction on terrestrial images

The completeness dhe edge extrdion processdepends on several factors such as illumination condition, image
resolution and typology afbject According to these factors, tkelgeextraction can produce fragmented or incomplete
edges that reduce the quality of the achieved information. For this reasonastarglard edge extractor amimage,
producesusually incompleteesults This problen can be partially solvededreasing the threshold$§ theedge extractor

(i.e. Canny operatorputthis normallybrings to an increase the number ofedges due to simpladiometricvariations

or shadowsThe poposed approach try to solve sh@roblems with a combined strategy.rCone hangdthe search area

of edge extractiois reduced tdhe regions where a geometric discontinuity occurs; on the other hand, the completeness
of the extractionis improved bylocally decreasing thedgeextraction threlsolds. The algorithm works accordirig

several steps:

- the availablerange information is firstly regularized in order to define a depth image dasceesimplifying the
successivecomputationsteps. The regularization procedure, which considers the range information as 2.5D data,
depends on the range data density detdildimensionggenerally &.02-0.03m stepis used.
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Figure 2. The principle of the breakline extraction (a) on the reguladizetth imagdb) with the achieved result (c).

- the geometric breaklinegeextracted from the regularized rangead@epth imagegonsidering the gradients between
adjacent pirls. A shown inFigure 2, the gradient between point A and B is very different from the gradient between B
and G thuspoint B can be considered a brpakit This process is repeated both for each point of the depth image in
horizontal and verticalirectionandthe final result$ a map of the geometric breaklines from the range data.

- the breaklines detected on the depth image can be projedtethenriented imagedn this way, an interest region is
definedin the imagespaceand the edge esdction can be performed lgrin this areaTheCan ny 6 s “ottpesholdst o r

are stressed in order to preserve the edge continuity: in particular the lower thoeshold h e Ca n nisyfudtlser al gor
reduced in order tpreservehe continuity betweestrongeredgepoints

- the edge extractedwith the Cannyd speratorare approximated¢onsidering each point where the edge chaiitges
curvatureas a dominant point, and limkg with a straight line the points comprised bedwdwo adjacent dominant
points.A more detaild description of thalgorithmis given in®’.
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Figure4. Edgemerging process: the red box define the bounding box for the merging pnioktdines defines the
edge direction in correspondence of the extrefrezspoins).

-ad t hough t he Ca nusgddrsan adaptie sniodsdveral edges ean hkvided or incompletethus
requiring an aggregatiorstrategy in particular for long edges. The direction of the edge in correspondence of the
extreme is computed considering the last four dominant points of the edge. According to this direction & thaxnidin
defined and the presence of other edge extremes is looke#idorg 4a). When another extreme is found and the
direction of the other edgextremeis similar, the edge is merged (Figudb). The edges can be successfully merged only

if the misshg part of the edge is limited to few pixel§rong merges can be generated if the bounding box is tothieig
maximum bounding box dimensions varies according to the complexity of the facade and the quality of the image.

3.2 Edge extraction on aerial imags

Aerial acquisitionsover a urban areasually consider8 main classes of objects: ground (bare géssyoad, sidewalk
etc.), buildings and vegetationg tree3. For this reasornthe classificationof building regions from range and image
datais performed befor¢he outlines and rooftop extractioBeveralbuilding extractionalgorithrrs have been already
proposed, considering LIDAR data, multispectral imagemaps as input data' > ® “%*1 Nevertheless, in this paper
simple RGBimageand fsi ngl ggememtediby @ARDSalke matching techniqueare usedOnly some
approachesonsideed the roofopsdetectionand reconstructioon the buildings™ % but theyrely onvery dense point
clouds

A two-step integratednethodhas beerimplemented. In the first stefhe buildings outline and romfp approximate
positiors are de¢cted on the range datahdir position isthenrefined by means of edge extraction on the images
point cloud areunableto define the precise robfeakline positions

c)

Figureb. (a) original image; (b) regularized DSM (@ff-ground extractiorover the same area



Off-ground data is formerly extracted from the dasingthe regularized range daflaigure 5) The simple assumption

is that the height of a ground is lower than the heights of neighbouringgneoimd points. Irthe literature, several
methods for the offround points classification are report@d™” ® “°. In the proposed methathe ground filtering is
performed throgh an iterative regular gd filtering. This approactconsidertwo different problems(i) the ground
height variationver abig region patctand (ii) the presence of big dimensions buildirtgat avoid to determine the
ground heighif a too litle DSM patch is considered-or thee reasos, the ground height is iteratively computed on
different DSM patchdimensios: the most representative valeé the ground heighis determined considering the
minimum height value® on the differentdimensionDSM pathes.Off-ground points are defined considering points
higher than a defined threshold (25m) the ground height valu&his approach has shown to be reliable when the
terrain slope increaséso.

@) (b)
Figure6.Roof t op detection by means of ireverse medi

The building terrain is then extracted from the-gfbund data filtering thevegetation. To do that, the local height
variability of the points is considered, as this value is higher in correspondienegetated areas than over meade
objects *. In the proposed approach an area of 5 hyefers is considered and the standfdation and the difference
between maximum and minimum values are evaluated.

Building outlines are detected usitige height gradients as already describe@dntion 3.1.As this approach is not
sensitve enough to determine the rtagsof every buildng, theyare extracted from the building region by means of a
Airever sed medi an hdightValueaf a Shby 5 patthhisecommpetet ifoa each pixel on the building region
and this value is compared to the central pixeight value. As shown ifigure 6, this difference is masmum in
correspondence of raofpsandit is possible to extract the region wheooftops lies.

The results achieved in in the building filtering are shown in Figarehile the detected rooftops are showrFigure
7b. Theabove presented algorithm allsthe building geometric elements to be defined reducing the edge extraction on
the imagesspresented irsection 3.1.

Figure7. Example of building region&) and approximate outline and rooftop regi@os



4. TESTSAND ACHIEVED RESULTS

In the following the first results orboth terrestrial and aerighageswill be presentedTwo different terrestrial test

have been realized: the first test considered low resolution imi@gegaluate the performance oétproposed algorithm

in extreme conditionswhile the second one was performed on high resolution images. The aerial test was finally
performed on a dense urban area over the city of T¢ltialg).

4.1 Results from terrestrial images

Thefirst terrestrial testvas performedn a set of conveentimages (availablasISPRS Commission Il datagefThe

image resolutions 6 Mpixel, while the taking distanagas about 15 m: a GSD on the building facads about 6 mm.
A dense range data was avhilaon the same areaquiredwith a terrestrial laser scannestrument. The edges orhe

image wee blurred andheir completeness after the edge extractiaas reducedSeveralradiometric variatioa due to
shadows or colour variationgere visible onthe fagadeThe range datwasregularize as shown inigure 8a and the
geometric breaklingvasextracted from this datasing the approach presented iecgon 3.1. A 0.02 mheight gradient
was considered in the edge extraction from the range data.

a)t - b)

Figure8. Regularized DSM (a) ancbrrespondingegion of interest for the edge extractimmocedurgb).
Thanks to this information it possible to limit the area d@fterest of the edge extraction on the reference infleigerre
8b)and pushth€a nny 6 s o0 p e rsintorer to indrease ghie ooimpleteness of the proceses$e reaslhe

completeness of edges was finally increased by mergingeigbbouringedges and deleting the edges that are short and
curved The final result is shown iRigure9.

Figure9. Edges after the merge process: example of edge before (upper) and after (loweryjthgprocess.



Due to the low resolution of the available imagiee edge extraction was far from reaching a complete result and some
of the geometriaiscontinuities of the scengere not completelgxtractedwhile some useless dateere still present

The extracted edges were finally matched, filtered and finallyosined according to the approach presentegeation

2. TherecoveredD edgesre shown in igure 10.

Figure D. Edges exported in CAD

When a higher resolutioget ofimages is available the extractionprocedure obtainsiore reliable and complete results.
A second test was performed on 5 ima¢@SD ca 2 mmacquired on a corner of an histal building of Torino
(Italy). With such imageshe integated edge extraction improvése completeness of tlaehieved informatin merging
edges that can be divided or separated.

Figure 1. Regularized DSMa), correspondingegion of interesfb) and extracted edgés).



