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ABSTRACT   

The paper analyses differences between dome and flat port housings used for underwater photogrammetry. The underwater 

environment negatively affects image quality and 3D reconstructions, but this influence on photogrammetric 

measurements, so far, has not been addressed properly in the literature. In this work, motivations behind the need for 

systematic underwater calibrations are provided, then experimental tests using a specifically designed photogrammetric 

modular test object in laboratory and at sea are reported. The experiments are carried out using a Nikon D750 24 Mpx 

DSLR camera with a 24 mm f2.8 AF/D lens coupled with a NIMAR NI3D750ZM housing, equipped first with a dome 

and, successively, with a flat port. To quantify the degradation of image quality, MTF measurements are carried out, then 

the outcomes of self-calibrating bundle adjustment calibrations are shown and commented. Optical phenomena like field 

curvature as well as chromatic aberration and astigmatism are analysed and their implications on the degradation of image 

quality is factored in the bundle adjustment through a different weighting of 2D image observations. 
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1. INTRODUCTION : BACKGROUND AND MOTIV ATIONS 

Photogrammetric measurements are certainly influenced by the means in which optical rays travel through but this 

influence is generally disregarded in close-range photogrammetry when dealing with air. Refraction of the air due to 

stratification in different layers (e.g. due to a thermal gradient within the measuring volume) is generally ignored even 

though can be the source of systematic errors that may be significant for example in industrial measurements1. A different 

situation exists when measurements are to be taken underwater. Not only does water significantly alter image formation 

from an optical point of view (because of the evident refraction and dispersion phenomena), but it also influences the 

measurement process in terms of mechanical stability of the imaging system (camera plus lens enclosed in a waterproof 

housing) that takes a key role in the geometry of image formation underwater. The use of a specific flat or dome port in 

front of a camera underwater can make the use of an expensive lens ineffective as the image quality in optics is known to 

be dependent on the weakest optical element used. Therefore, even well corrected lenses above the water can produce 

unsatisfying image quality when placed in an underwater pressure housing.  

Based on these premises, testing underwater photographic equipment and assessing the accuracy potential of cameras 

enclosed in a waterproof housing is even more crucial than in photogrammetry application above the water, with additional 

difficulties given by the underwater environment. Although underwater accuracy requirements are generally less 

demanding, assessing and evaluating the quality of photogrammetric measurements underwater is not an easy task, as it 

will be described in the next paragraph. 
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1.1 Systematic calibrations underwater: the need for easy-to-implement accuracy validation techniques 

While advances in digital camera technology may produce benefits that are easy to assess in close-range photogrammetry, 

using for example well renowned standard protocols for acceptance and verification (like the German VDI/VDE 26342), 

when it comes to underwater photogrammetry, accuracy potential and possible systematic errors are hard to validate against 

an independent external standard. The main reason is that logistics is much complex underwater than in air. For instance, 

a large test object could be measured outside water with a much higher accuracy measurement technique and then 

immersed in water for assessing the accuracy of underwater photogrammetric measurements, but it is unlikely that after 

transportation and immersion the shape of the object remains unchanged. Large reference test objects could be assembled 

in an empty swimming pool to be filled in after being measured, but this require facilities, thus costs, that are difficult to 

sustain for most projects.  

Good figures of the quality of underwater calibrations can be drawn by analysing the bundle adjustment results, such as 

standard deviations of calibration parameters, RMS of image residuals and theoretical precision of object coordinates, 

though this is not sufficient to assess the accuracy in object space and it is common knowledge that an external independent 

check is required3. This suggests that the accuracy evaluation is more feasible using short pre-calibrated reference lengths 

(e.g. scale bars) to be arranged with several orientations within the field of view of the measuring device to compute length 

measurement errors (similarly to VDI/VDE 2634 method2). Underwater calibrations are generally carried out using a 

calibration object, with circular targets distributed all over it to form a regular grid of points. Depending on its size, weight 

and, above all rigidity, these calibration objects can be: (i) placed on the seabed or on the floor of a swimming pool and 

photographed from different viewpoints;(ii) handheld by a diver who provides the desired rotation and inclination while 

the photographer takes images from an almost still position. Independently from the chosen method, underwater calibration 

may take several minutes due to the difficulty of keeping contemporarily the object in focus and neutral buoyancy. During 

this time, reference scale bars should not move relatively to the calibration object. In open-water conditions with currents, 

waves and consequent undertow, this is hard to achieve. Moreover, certified length bars (for example commercially 

available from Brunson4, Aicon5 or V-STARS6 systems may not keep their calibration certificate once immersed in fresh, 

chlorinated or salty waters. For this reason, up to now related works in underwater camera calibration have presented small 

rigid calibration objects both for calibration and accuracy assessment in the form of a ñManhattanò type metallic test object 

for stereo-camera tank calibrations7, a PVC parallelepiped8, multiple metallic grids9, a portable volumetric object that can 

be dis-assembled10,11, multiple 2m long rods arranged over the sea floor12, or multiple calibration plates13,14. A more 

comprehensive discussion about underwater camera calibration techniques can be found in Shortis15 where different 

approaches and most used mathematical models are summarised with respect to the current state of the art.  

 

1.2 Evaluating image quality underwater 

Although the use of a specific mathematical model may work better in compensating for systematic residual errors with 

respect to another model, up to now little has been said about how different ports and image quality underwater can affect 

the results of the measurement process. Different ports and materials as well as manufacturing techniques of the pressure 

housings, and associated tolerances, may indeed produce images which display very heavy curvilinear distortions, optical 

aberrations such as, lateral and axial chromatic aberrations, astigmatism, field curvature, etc. This is aggravated by the 

turbidity of water which produces light losses due to scattering and wavelength-dependent absorption.  

While optical aberrations are mostly neglected in above-water close-range photogrammetry (except for industrial 

measurements), when dealing with underwater images this may not be the case anymore, as image quality may be heavily 

deteriorated when using flat and dome ports. The assumption that image observations can be made with the same 

measurement accuracy in x and y image directions and across the whole image format, as it is a common practice in above-

water photogrammetry, could drop in underwater scenarios. Therefore, a homogeneous weighting of image observations 

could be not the right choice underwater, whereas a varying image weighting should provide a more rigorous interpretation 

of the stochastic model. Also, the single RGB image channels may be affected differently.  

In order to evaluate the image quality of underwater images, a resolution test chart framed to cover the whole image format 

is used. This has not been accomplished as routine in underwater photogrammetry. First examples of image analysis 

underwater for photogrammetric applications are provided in Moore16 where a Hasselblad Super Wide C (SWC) camera 

was used with a 38 mm Zeiss Biogon wide-angle lens and a flat port. The camera was tested using a flat calibration test 

range with resolution patterns to check the image quality and eventually an additional Ivanoff-Rebikoff corrector17,18 was 



 

 
 

 

 

 

used to improve the image quality, deteriorated by the flat port. The analysis was limited to the optical resolution and a 

comparative and systematic analysis of the accuracy obtainable with and without the corrector was not performed.  

 

1.3 Paper outline 

Today underwater photogrammetry using off-the-shelf photographic equipment is getting very popular, thus underwater 

waterproof housings are available for a big range of digital cameras, sometimes designed and sold by the camera 

manufacturers themselves, sometimes from third parties companies. This allows for great availability and flexibility in the 

configuration, but also arises big questions on which combination performs better.  

The research presented in this contribution aims at filling in the lack in current literature of comparative analyses in terms 

of both optical image quality and accuracy potential when using underwater pressure housing for photogrammetry 

application. This paper, realised within the OptiMMA project activities (optical metrology for maritime applications19), 

presents a comparative analysis of the same camera and lens mounted in a waterproof housing using a flat and a dome 

port, i.e. the most common viewports available on the market. In general, dome and flat ports have very peculiar optical 

performances, such as field of view or focus modification with respect to the same camera and lens20,21,22. The analysis 

aims to assess optical and accuracy performances of the Nikon D750 24 Mpx full frame camera mounting a Nikkor AF 

24mm f2.8/D wide in three different calibration scenarios: 

1) above the water in FBK-3DOM laboratory; 

2) at sea using a NiMAR NI3D750ZM pressure housing with a NiMAR NI320 dome port; 

3) as for 2 but using a NiMAR flat port specifically built for these experiments. 

Both the ports are made of optical glass.  

The NiMAR NI320 dome port was previously characterised in Menna et al.14 where a Nikon D300 APS-C format was 

used in a NI303D waterproof housing. The use of the same lens, this time on a full frame camera, provides a larger field 

of view, stressing out the optical aberrations, expected to be more prominent at the limits of the field of view in wide angle 

lenses.  

In this paper the optical quality is assessed through modulation transfer function (MTF) measurements while the analysis 

of accuracy potential is evaluated through the computation of the length measurement error evaluated on known distances 

on the test object. Bundle adjustment statistics are reported and commented. A further analysis is also carried out for the 

flat port by using an empirical weighting function in the bundle adjustment that considers the image quality assessed 

through MTF measurements. The accuracy of this method is assessed and results discussed. 

 

2. A NEW TEST OBJECT FOR CAMERA CALIBRATI ON AND EVALUATION OF  

OPTICAL PERFORMANCES  

A modular test object (Figure 1) was specifically designed by the authors to evaluate both underwater system calibrations 

and optical performances. The test object is made of three Dibond® aluminium composite sheets with a thickness of 3 

mm. The Dibond® material consists of 2 layers of 0.3mm thick aluminium sandwiching a core containing UV stabilized 

virgin low density polyethylene23. The three panels are sided together to form a 1500x1000mm2 board fixed on the back 

to a structural frame made with Rexroth aluminium profiles which add rigidity and mechanical stability to the structure. 

To provide the structure with depth, six square plates with additional targets can be mounted using optical breadboard 

support rods made of stainless steel, currently up to 200 mm long. The linear thermal expansion coefficient of Dibond® 

panels is 0.024 mm/(mĀK). The weight of the three panel is 5.7 kg and their buoyancy 4.5kg. When adding the studs, 

aluminium profiles and stainless steel rods, nuts and bolts, the calibration frame weight less than 4 kg once immersed. This 

allows an easier deployment of the test object but needs quite calm sea conditions to stay still on the seabed. The whole 

calibration test object measures 100x50x10 cm3 once folded and can be transported in a car and on a small boat.  

The main plane of the calibration object consists of an array of 112 circular coded targets regularly distributed every 10 

cm. Together with the elevated plates, the number of targets becomes 160. The targets are designed with a black square 

background slightly rotated (4 degrees) to allow slanted-edge MTF measurements to be computed. Some 800 mm rulers, 



 

 
 

 

 

 

resolution wedges, Siemens stars and colour checkboards are also present. This allows both automatic computation as well 

as direct visive evaluation of image quality. Moreover, the photogrammetric targets make it possible to estimate camera 

orientation relatively to the test object and assess whether a correct alignment of the camera has been achieved, thus 

discerning if possible blurring is due to chart inclination or optical aberrations. On the other hand, a voluntary inclination 

of the target with respect to the camera can be decided to assess the depth of field (DOF) underwater. Furthermore, the 

white background allows for the estimation of natural vignetting of light24. 

 

 
 Figure 1. The modular test object designed by the authors for underwater photogrammetry calibrations and MTF measurements. 

 

2.1 MTF  analysis 

Infinitely small points (i.e. stars) on the subject are not reproduced on the final image as points, even if the lens has no 

aberrations. Rather, the luminous energy is distributed over an area (Figure 2-left) because of the so-called point spread 

function (PSF), whose shape and size can be used to characterise the performances of an imaging system. Because of the 

PSF, the image of a point in a system free from aberrations is a circle (Figure 2-centre) whose diameter D can be computed 

as: 



 

 
 

 

 

 

 

ND ÖÖ= l44.2  (1) 

 

with N the f-number of the lens and ɚ the wavelength. 

 

   
Figure 2. Point spread function and its influence on limiting resolution. By-dimensional energy distribution of a theoretical luminous 

point (left), diameter of the Airy disc (centre) and limiting resolution (right).   

 

For a f/8 lens aperture and ɚ= 520nm (green light), D is about 10 µm on the sensor. The luminous intensity on this circle 

is not homogenous, with a maximum in the centre and a minimum at D. The diameter of the PSF is often used to define 

the limiting resolution R (Figure 2-right), defined as the smallest distance between adjacent image points that can just be 

discerned as being separate and not coalesced24: 

NR ÖÖ= l22.1  (2) 

 

Often the reciprocal of R, i.e. the so-called resolving power, is more convenient to be used: 

)22.1(1 NRP ÖÖ= l  (3) 

 

expressed as line pairs per mm (lpĀmm-1) or cycles per mm (cyĀmm-1). The limiting resolution for a f/8 lens aperture and 

ɚ= 520nm is 5µm corresponding to a RP=200 lpĀmm-1.  

Because of PSF, a pattern of alternating black and white stripes with sharp edges is smoothed in the image. The transitions 

from black to white are attenuated, happening gradually between the peak and valley of the resulting signal. Moreover if 

the edges on the subject are very close to each other (high resolving power) a reduction of the contrast can be very much 

noticed. Figure 3 shows an example of this phenomena: the central patch of the test object described in the previous section 

is used. The resolution pattern alternates five black and white adjacent stripes that are reported both vertically and 

horizontally, with resolution varying in object space between 0.25-2.5 mm. 

In figure 3(a), a cross section of the pattern is extracted at 1.25 mm and the corresponding signal reported on the right; a 

sharp transition can be seen between 0 (black) and 255(white). Figure 3(b) reports the signal on the same patch after 

applying a Gaussian blur simulating the PSF. The resulting signal that looks blurred is much more smoothed resembling 

more a sinusoidal wave. Similarly, Figure 3(c) reports the same patch before and after 3(d) applying the PSF simulation, 

this time at a higher resolution on the subject (i.e. 0.5 mm). By comparing Figure 3(c) and 3(d), it can be noticed that the 

transitions in the signal are much smoother and that the signal is in general attenuated with the valley and the peaks not 

corresponding to 0-255 anymore but to 120-140.  

The contrast, or luminance ratio, known as modulation (M0), is defined by: 
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is defined as modulation transfer factor and a graph of this value vs the spatial frequency (resolving power RP) defines the 

MTF. 

a) 

  

b) 

  

c) 

  

d) 

  

 Figure 3. Examples of cross sections extracted from a resolution pattern at 1.25mm (a,b) and 0.5mm (c,d) resolution 

on the subject before (a,c) and after (b,d) applying a simulated PSF. 
 

 

In the first example of Figure 3 the modulation transfer factor M is 0.69 (69%), while in the second one reduces from 1 to 

0.08 (8%), thus M is always expected to decrease when spatial frequencies increase.  



 

 
 

 

 

 

The considerations above hold for a lens without aberrations, which is not the case for real lenses. The presence of 

aberrations result in worse M values and peculiar MTF curves which are used to characterise the optical performance of a 

lens. The description of these characteristics curves is out of the scope of this paper. Further details can be found in24,25.  

 

3. LABORATORY AND OPEN WATER TESTS 

For the tests reported in this paper the Nikon D750 24 Mpx full frame DSLR camera (pixel size 5.97 µm) mounting a 

Nikkor AF 24mm f2.8/D wide angle lens was first calibrated in laboratory. Such tests are used as reference for image 

quality and potential accuracy comparisons. 

Then the camera with lens was enclosed in the NiMAR NI3D750ZM pressure housing for the underwater calibrations at 

sea where the test object was laid down at a depth of about 5 meters (Figure 4). Water temperature was 16°C degrees and 

transparency was estimated to be between 5-7 m. Before each test, a series of images was taken at different apertures with 

the test object oriented parallelly to the image plane. The image format was filled in as much as possible, thus providing a 

ground sample distance (GSD) of 0.25-0.30 mm.  

 
 Figure 4. Test object laid down on the sea floor at a depth of 5 m for the experimental tests. 

 

3.1 Image quality analyses 

As expected, from the visual analysis of the acquired images, while the dome port kept the barrel distortion of the lens 

almost unchanged (Figure 5b), the flat port introduced a heavy pincushion distortion (Figure 5c). Further analyses are 

carried out analysing the resolution patches. For consistency with the geometric camera calibrations, image analyses are 

reported for the aperture value f/8. 

 

 



 

 
 

 

 

 

Above water No port a) 

 

 

 

Underwater (UW) Dome port b) 

 

 

 

Flat port  c) 

 

 

Figure 5. Images of the test object acquired above water without a pressure housing (a), with a dome port (b) and a with flat port (c). 
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Figure 6. Resolution patches as imaged above the water without the pressure housing, with the dome port and with the flat port. For 

the flat port a section along the radius is reported for the red and blue channels showing a colour-dependent astigmatism.  

 

Figure 6 shows three resolution patches placed along a diagonal (first quadrant) of test object, respectively in the centre, 

at 2/3 of maximum radius and at corner. All underwater images display a reduction in contrast but while the centre patch 

is well resolved, going towards the upper right corner results in a significant worsening of image quality for both dome 

and flat ports. In particular, at the corner, the dome port shows some blur due to field curvature while the flat port shows 



 

 
 

 

 

 

severe chromatic aberrations and blur due to astigmatism already at half of the maximum radial distance. Note how for the 

flat port the astigmatism is colour dependent. To visually highlight this behaviour for the flat port, Figure 6 also shows for 

the upper right corner patch the best and worst colour channels, respectively the red and blue. For the red channel a slight 

astigmatism makes tangential limiting resolution (stripes with tangential edges) worse than radial one. A cross section 

extracted at subject resolution of 1.25 mm shows still a good reproduction of the signal that is instead flattened for the blue 

channel.  

Figure 7 shows for the three configurations of the camera the limiting resolution in line per picture height (LPH) for a 

MTF value of 10 (very low contrast). The MTF was computed using a grey channel combination of the three colours and 

employing the slanted-edge method implemented in the commercial software Quick MTF26. 

The theoretical maximum resolution achievable in LPH is the number of pixels along the height of the sensor, meaning 

that as many black and white lines as the picture height in pixels could be perfectly discerned. This value corresponds to 

the theoretical ground sample distance (GSD) in photogrammetry. Being the image height for the Nikon D750 equal to 

4016 pixels, all the configurations perform very well in the centre and are capable of resolving almost a GSD retaining a 

modulation of 10%. At the corners both flat and dome ports can resolve about 500LPH (8 GSD=2.4 mm) with a modulation 

of 10%. The flat port behaves the worst with 2000 LPH at half of the maximum radial distance, meaning 0.6 mm (2xGSD) 

resolved on the subject with 10% contrast. Significantly different MTF curves are found for the other three diagonals, in 

particular for the dome port. The influence of a possible inclination of test object was excluded by orienting the images 

used for the MTF through spatial resection. The maximum depth variation in the field of view is within the depth of field 

computed with a circle of confusion of one pixel. 

 
Figure 7. Limiting resolution in line per picture height (LPH) with MTF10 vs the radial distance for the three imaging setups respectively 

above the water in laboratory (black curve) and underwater with the dome (red curve) and flat (blue curve) ports. 

 

3.2 Above and underwater camera calibrations 

About 30 images per each test were collected using quite a standard self-calibration protocol with multi-view convergent 

images and roll diversity27. Calibrations were all performed with an aperture value of f/8. In order to guarantee the highest 

accuracy, during calibrations, each image acquisition was carried out with fixed focus set for the first image of the sequence 

and left unchanged for the entire tests. For the calibration in the FBK-3DOM laboratory this was done with the camera 

lens manually focused and then fixated using hot melt glue to improve mechanical stability28.  

In the underwater acquisitions, the test object was photographed from an average distance of about 1.2 m for the dome 

port and 1.6m for the flat port (GSD 0.25-0.30 mm). The distance to the object was kept constant through both visual 

references, using ropes with marks and checking the in-camera focus confirmation mark. A Nikon SB700 strobe, mounted 



 

 
 

 

 

 

in a dedicated NiMAR housing, was used as main source of illumination. The image acquisitions were carried out in 

sequence, the dome port first and the flat port after.  

The three acquired datasets were then processed using the open source damped bundle adjustment toolbox (DBAT29) 

v0.6.2.0 for MATLAB  environment30. Image marking of circular coded target was done using the least squares method 

implemented in Photomodeler, using the green channel as default. Table 1 synthetically summarises the results of the 

calibration processing. 

From the output of bundle adjustments with self-calibration (Brown31 model formulation with radial and decentring 

distortions), we can highlight the following considerations: 

- the obtained precisions of interior orientation parameters for dome and flat ports are considerably poorer than 

laboratory calibration. The flat port performed significantly worse than the dome port with a standard deviation 

of the principal distance 4 times greater than the dome port and 9 times greater than the laboratory calibration; 

- a higher potential accuracy for the dome port with respect to the flat port (image observation from green channel 

for both ports) is notable; 

- the principal point for both dome and flat ports is significantly different with respect to the one computed above 

water without the pressure housing. In particular, the principal point variation in y is systematically greater 

towards the negative values, probably caused by a camera misalignment in the pressure housing; 

- the RMS of image residuals for the flat port is three times greater than the dome port and four times with respect 

to the above water calibration; 

- as expected, due to the effect of refraction, the principal distance of the imaging system with the flat port is about 

34% greater than the above the water calibration. 

 

Table 1. Results of self-calibrating bundle adjustment: interior orientation and additional parameters are reported along with 

internal assessment in image and object space. 

 

D750-24mm no 

port 

above water 

calibration  

D750-24mm dome port 

UW calibration  

D750-24mm flat port 

UW calibration  

D750-24mm flat port 

UW calibration  

Radial weight 

Principal distance c [mm] 24.624 26.001 33.110 33.089 

ůc [mm]  4.7e-004 0.001 0.004 0.004 

Principal point ppx [mm]  0.0391 -0.0437 -0.0831 -0.0880 

ůppx [mm]  5.5e-004 0.002 0.005 0.005 

Principal point ppy [mm]  0.0158 -0.1486 -0.1341 -0.1341 

ůppy [mm]  5.0e-004 0.002 0.005 0.005 

k1 [mm-2] 1.649e-004 1.679e-004  -1.965e-004 -1.942e-004 

ůk1 [mm-2] 2.2e-007 7.3e-007 9.5e-007 1.26e-006 

k2 [mm-4] -2.461e-007 -2.873e-007  -1.917e-007 -2.059e-007 

ůk2 [mm-4] 1.2e-009 5.7e-009 5.8e-009 1.09e-008 

k3 [mm-6] 2.593e-011 2.200e-010 1.943e-010 2.265e-010 

ůk3 [mm-6] 2.0e-012     1.3e-011 1.0e-011 2.75e-011 

P1 [mm-1] -3.506e-006 -8.022e-006 4.445e-005 4.845e-005 

ůP1 [mm-1] 3.4e-007 7.9e-007 2.9e-006 2.92e-006 

P2 [mm-1] -1.233e-006 3.168e-005 8.984e-005 8.711e-005 

ůP2 [mm-1] 2.9e-007 7.4e-007 2.6e-006 2.83e-006 

Re-projection error  

RMS [pixel] 
0.210 0.323 0.907 0.949 

Point error vector length 

RMS [mm] 
0.029 0.063 0.120 0.120 

Point error vector length 

maximum [mm] 
0.099 0.223 0.299 0.299 

Relative precision 

(wrt a maximum 

dimension of 1800 mm) 

º1:62000 º1:29000 º1:15000 º1:15000 




